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In the “capitalist” economies that have developed since the industrial revolution, many of the most 
important features are due to feedback processes. These recurring features generate regularities that 
are indispensable in trying to explain how the economy works. In contrast, human behaviour is highly 
heterogeneous and unpredictable, making it a poor basis for generating reliable explanations. A focus 
on the regularities generated by feedback and other system properties provides a reliable basis for 
systematic study. This is an alternative strategy to the traditional one of imposing regularity on human 
behaviour by assuming strict rationality and optimization, which has become questionable in view of 
the findings of behavioural economics.  
 
The observed regularities include (i) stability, in the sense that major degrees of excess demand and 
supply are unusual, which is especially characteristic of product markets; (ii) fluctuations, with periods 
of underused resources, which occur in particular markets such as real estate, as well as in the 
economy as a whole (the “business cycle”); (iii) periodic crises, often characterised as the occurrence 
of bubbles and crashes; (iv) technological lock-in, the adoption of technologies that may be inferior, 
and other multiple-equilibrium phenomena; (v) growth in per capita GDP of historically unprecedented 
magnitude, of approximately exponential functional form, in successful economies since the industrial 
revolution. It is important to recognise that although these features occur regularly, they are typically 
not predictable in their timing, magnitude, etc.  
 
An important advantage of this approach is that it provides an explicitly causal analysis: the feedback 
systems are loops made up of causal links. This satisfies the recommendation of Hausman (1992), 
referring specifically to the price mechanism, “that supply and demand explanations are causal 
explanations and that it is helpful to recognize this fact explicitly”. It also accords with more recent 
work in economic methodology that emphasises the importance of a causal account that is similar to 
the actually-occurring process (e.g. Alexandrova and Northcott 2013; Grüne-Yanoff 2013; Rol 2013; 
Rodrik 2015). It departs from an older tradition that recommended the use of “as if” theories, which 
substitute an abstract theoretical concept for the real-life causal process (Friedman 1953).  
 
Feedback systems are able to causally explain empirically-observed regularities, because they have 
their own intrinsic (endogenous) causal processes that tend to generate a characteristic pattern of 
behaviour. They are relatively insensitive to the vagaries of heterogeneous human behaviour, and to 
initial conditions (Forrester 1970; Lane 2007).  
 
Feedback systems, with similar properties, occur in all domains, including engineering and biology as 
well as economics. In the economy, feedback systems are driven by their incentive structures and 
behavioural factors. Each has its specific conditions of existence (generative causes, or etiology), 
including the type of market and the institutional conditions. Their operation generates unintended 
consequences that are structured. 
 
The purpose of this paper is to demonstrate the contribution that a focus on feedback systems can 
make to the understanding of the modern economy. This involves a description of the various types of 
feedback, the incentive structures that drive them and the behavioural aspects, as well as a 
description of the conditions under which they typically occur, for example, why does market stability 
sometimes break down? It is important to recognise the context, which is that multiple causal forces 
occur in the economy, so that the feedback systems do not operate in isolation. This corresponds to 
the ceteris paribus clauses that are routinely included when modelling a particular causal process.  
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The description of the various types of feedback in this article does not constitute a complete list. Only 
rather simple systems with few loops are included. No attempt is made at creating “a model of the 
whole economy”.1 Rather, small feedback models are described that correspond to specific features, 
because the resulting simplicity makes the key points stand out more clearly. There are also reasons 
why it would be challenging to combine them into an overarching model. These small models have 
different units of analysis – e.g. the whole population, the whole economy, the financial sector (with 
links to more general economic activity), the housing market and its financial links, a sector of the real 
economy, the labour market as applied to a single firm, an individual bank. They also have different 
timescales, ranging from short-term market exchange to long-term economic growth. Near the end of 
the article I also provide a brief outline of some other ways that emergence can occur in the economy 
(“complexity economics”).  
 
 
Balancing2 feedback  
 
Stability in the economy  
 
A long tradition in economics has been that markets are stable. The demonstration by Adam Smith 
and others that fluctuations or shocks in demand or supply are accommodated by price movements 
may be regarded as one of the founding concepts of economic theory. The flexibility of prices means 
that markets adjust. Consequently, market clearing – no excess supply or demand – is widely seen as 
the fundamental property of market economies, both at the level of the individual market, and at the 
macro level where Dynamic Stochastic General Equilibrium models have become standard. This is 
one of the most important meanings of the term “equilibrium” (for a discussion of the diversity of 
usage of this term see Mosini 2007, especially the chapter by Chick).  
 
An alternative way of approaching this is that optimising behaviour facilitates stable and predictable 
market behaviour, especially if rational expectations are also present. The two views are not 
necessarily incompatible. However, given the findings of behavioural economics (Thaler 2015), this 
may be less convincing than it once was. More plausible is the view of Vernon Smith (1989, 166), 
based on findings from the related field of experimental economics, that while short-term behaviour is 
often far from the rational ideal, “the incentive properties of markets” ensure that “subjects adapt their 
expectations and behavior’, thereby reaching equilibrium through the interaction of buyer and seller. 
This view emphasizes “the role of time in driving the market to higher degrees of rationality” 
(Heukelom 2014, 134).  
 
The way the price mechanism works is most clearly seen if something changes. If a product becomes 
more popular, e.g. as a result of a successful promotion campaign, a celebrity’s endorsement, or 
news reports that it is beneficial in some way (e.g. it is a “super-food”), there will be more potential 
buyers, some of whom will be willing and able to pay an increased price. Competition between them 
will cause the price to rise.3 This in turn makes it more desirable for sellers to supply this product, so 
that over time more suppliers will tend to enter this market. These two processes correspond to the 
upper right and lower left arrows in figure 1, respectively.  
 
 

 
1 Attempts to create system dynamics models of the economy have been attempted, e.g. Forrester’s 
national model (Forrester 2013), the Threshold 21 dynamic simulation tool to support development 
decision making (Bassi and Perdercini 2007), and the PKI-SD model (Radzicki 2008).  
2 I use the terms “balancing” and “reinforcing” feedback throughout, instead of “negative” and 
“positive”, respectively, because the latter pair are often misused. For example, reinforcing (positive) 
feedback may be wrongly termed negative because its consequences are harmful (e.g. in Acemoglu 
and Robinson 2012).  
3 The outcome of competition between potential buyers tends to favour richer consumers, who have 
more buying power (Joffe 2017a); however, this is not readily expressed using standard feedback 
analysis.  
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Figure 1.4 The price mechanism  
 
 
This is a demand shock. There can also be a supply shock: if there is a bumper crop due to 
favourable weather conditions, or if an abundant and easily accessible source of a mineral is 
discovered, the increased quantity will induce suppliers to compete amongst themselves to sell their 
produce, which will cause them to lower the price. In turn, the lower price will attract customers, 
raising the quantity demanded. These correspond to the upper left and lower right arrows in figure 1. 
The process is also likely to affect supply, because the lower price will tend to discourage traders from 
operating in that market, and indeed some of them may be driven out of that line of business.5  
 
These various causal processes, depicted by arrows in figure 1, naturally form into a loop structure, 
with two balancing feedback loops, one each for demand and supply. The overall impact of this price 
mechanism is to bring about adjustment towards a position of equilibrium, in the sense that further 
trade is not advantageous to the participants. If it reaches equilibrium, this is stable: as long as the 
system is undisturbed, it remains unchanged. An exogenous shock is required to induce a change, 
either from the demand or the supply side as in the examples just given. The system has no other 
endogenous causal processes that lead it towards fluctuations, crises or growth, the causes of which 
lie elsewhere. This balancing feedback system explains why many markets tend to be rather stable; 
however, it does not necessarily bring about equilibrium at the macro level.6  
 
In most markets, the profit, and therefore the viability, depends on the price being above the unit costs 
(arrow top centre in figure 1). The unit costs set a limit below which prices cannot go, at least for any 
appreciable time. The price is determined by supply and demand, but if the result is a price below unit 
costs, continued production is no longer profitable and is likely to cease. As a result, price competition 
drives prices down to a level just above unit costs, the difference being the markup (Lee 1998). Such 
markets could be described as cost tethered, because of the strong dependence of the price on unit 
costs. The model provides an excellent account of such sectors as goods and non-financial services 
in mature sectors, in which prices have had time to gravitate to a position just above unit costs. It is 

 
4 The diagrams in this article follow the convention that all arrows are causal. A plus sign indicates 
that an increase in the source variable causes the destination variable to increase above what it 
would otherwise have been (or a decrease in the source variable causes a decrease), other things 
being equal. A negative sign indicates the opposite. Loops are designated by B for balancing 
feedback, as here, or R for a reinforcing loop.  
5 The textbook (Marshallian) approach to the price mechanism involves the implicit assumption that 
the regression coefficient for the situation where a supply shock affects demand is the inverse of that 
for when a demand shock affects supply. This has been called into question empirically by Beaudry et 
al (2018) for the labour market: they note that studies of minimum wage legislation tend to observe 
small wage elasticities of employment demand, yet studies of labour supply shocks tend to find elastic 
labour demand. Similarly, the textbook description of the price mechanism states that in competitive 
markets, prices are formed to equate marginal revenue (given by the demand curve) with marginal 
cost (given by the supply curve). However, it has long been known that the causal process used by 
businesspeople is quite different from this account (Hall and Hitch 1939; Lee 1998).  
6 The emphasis on actual causal processes, depicted in a causal loop diagram that is easy to 
understand, is not only methodologically superior to the conventional static diagram involving supply 
and demand curves. It has also been shown to produce better results in the context of teaching 
(Mashayekhi et al 2006; Wheat 2008).  
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less applicable to recently-introduced products, where prices can initially depart substantially from unit 
costs, as was amply demonstrated in the 1637 Dutch tulip mania and in the “dot-com” boom and 
crash around the year 2000. It also does not apply e.g. to real estate and financial markets, where 
unit costs do not play a dominant role (see below).  
 
The incentive structure and behavioural factors that form the endogenous causal processes of the 
price mechanism depicted in figure 1 are straightforward: people tend to prefer more of something to 
less of it, and to pay as little as possible. The basic relationship of demand and supply probably 
applies to all types of market, and therefore has an ancient history, but it is also important to 
remember that other causal forces sometimes operate, e.g. the well-known phenomenon that higher 
prices sometimes indicate higher quality, or the wealth of the buyer, and therefore increase demand. 
Other examples are discussed later in this paper.  
 
Critics of the stability idea  
 
Stability implies a smooth path for the economy. However, at least since the industrial revolution, the 
capitalist system has been prone to fluctuations in output and in employment, often with serious 
recessions. One account of such business cycles, highly influential in macroeconomics in recent 
decades, is Real Business Cycle theory, which attributes the fluctuations to exogenous forces such as 
productivity shocks arising from technological change. This preserves the notion that markets always 
tend to converge towards a stable equilibrium, requiring no change or addition to the model depicted 
in figure 1. However, the Real Business Cycle model has not been empirically successful (Summers 
1986; Romer 2008).  
 
Contrary views have been expressed by many economists. Notably, Kindleberger (1978) argued that 
“manias, panics and crashes” are an inherent feature of markets. He described the recurrent nature of 
booms and busts, going back well before the industrial revolution to such events as the 1637 Dutch 
tulip mania and the 1720 South Sea Bubble. From being a relatively minor sub-branch of economics, 
this focus has become far more prominent, and there is now a burgeoning literature on bubbles, 
especially since the 2008 financial crisis (e.g. Cheng et al 2014; Galí and Gambetti 2015; Eckel and 
Füllbrunn 2015; Charles et al 2016).  
 
The crisis also focused attention on Minsky’s Financial Instability Hypothesis (Minsky 1986; 1992), 
which is described below. After being largely ignored for many years, Minsky’s account has received 
considerable attention since 2008, and has been credited with providing a good framework for 
understanding the crisis (McCulley 2009; The Economist 2010). It is now widely agreed that the 
tendency to instability is an intrinsic part of the economic system, even if this view has not been well 
integrated with the abstract models of general equilibrium, or with standard theory more broadly.  
 
Fluctuations  
 
The balancing feedback system depicted in figure 1 does not always guarantee stability. Even if the 
causal processes of supply and demand operate as shown, the equilibrium position is not necessarily 
reached if there is substantial delay. In real estate markets, the demand for offices, housing, etc is 
high when the local economy is thriving, so that rents and prices tend to rise. This attracts developers, 
and many new projects are started; this tendency is greatly amplified by the providers of finance. The 
buildings typically take two to five years to complete, and the availability of this extra space then 
creates a glut, so that rents fall (Sterman 2000, 698-701). The system thus has a built-in tendency to 
overshoot, generating fluctuations. Clearly, the instability could be avoided if developers and 
financiers took account of the supply line of buildings on order and under construction – and they 
would also gain financially. However, market participants initiate new building in response to current 
profit levels, not to the profit that could be anticipated if the supply line were part of the calculation 
(Sterman 2000, 701-707). It is noteworthy that the real estate market is not cost tethered – rather, it is 
free floating in that unit costs do not play the dominant role in price setting.7 The top-centre arrow in 
figure 1 is not present.  

 
7 Other important examples of free-floating markets, in which prices lack a major input from unit costs, 
are the financial sector, primary products – minerals and agricultural produce (“commodities”), and 
collectibles e.g. valuable works of art.  
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Such fluctuations are the hallmark of balancing feedback with delay. It is a plausible candidate for 
understanding the causal forces underlying business cycles more generally, as this pattern fits well 
with the periodic oscillations that are manifest in modern economies, going back at least as far as 
1825. Some but not all of this business cycle fluctuation is attributable to the boom-and-bust cycle in 
real estate itself and its amplification by finance. It is likely that similar phenomena occurring also in 
other parts of the economy could be responsible, e.g. a “general glut” of aggregate supply in relation 
to aggregate demand (Kates 2003), debt accumulation not exclusively linked to real estate (Eckstein 
and Sinai 1990), changes in the distribution of aggregate income between profits and wages 
(Goodwin 1967), etc. This is a large topic, detailed discussion of which is beyond the scope of the 
present paper.  
 
A related idea is concerned with financial crises, which are downturns that are more severe, and less 
common, than “normal” recessions in the course of the business cycle. Minsky’s financial instability 
hypothesis deals with the long-term changes that predispose to crises, emphasising that the tendency 
to crisis is a property of the system: “The financial instability hypothesis is a model of a capitalist 
economy which does not rely upon exogenous shocks to generate business cycles of varying 
severity” (Minsky 1992) (this would not prevent such a shock being a precipitating factor that propels 
the system from one state to another). When a crisis occurs, the authorities respond by introducing 
controls, and market participants become more cautious because they remember the turmoil. As the 
decades pass, traders become less conscious of the dangers and start taking more risks, and the 
authorities loosen their control, partly as a response to lobbying. This may be rationalised using such 
phrases as “this time is different”, “we economists have now solved the problem of instability”, “the 
new economy”, etc. Eventually the financial system crashes, and caution becomes fashionable again.  
 
Minsky expresses the increase in risk-taking in terms of three types of finance: hedge finance in which 
borrowers can repay capital and interest (typical of governments, corporations and banks); 
speculative finance in which only the interest is repaid, with reliance on rolling over the debt at 
maturity; and Ponzi finance in which not even interest can be repaid from current earnings, relying as 
it does on asset prices continuing to rise. The increase in risk-taking takes the form of transition from 
one type of finance to a riskier type. As long as hedge finance dominates, the economy may well be 
stable. But “the greater the weight of speculative and Ponzi finance, the greater the likelihood that the 
economy is a deviation amplifying system” (Minsky 1992). This process of the gradual loss of caution 
following a crisis is balancing feedback with a long delay, creating its characteristic fluctuating pattern, 
which is then accentuated in the final stage by reinforcing feedback. The role of finance in converting 
fluctuations to crises is well demonstrated in Keen’s “Minsky” model (see below).  
 
A further important role of balancing feedback occurs in modern economies that have a welfare 
system and a comparatively large state. The effects of recessions, however caused, are cushioned by 
“automatic stabilisers”. These consist of a welfare system that increases payments to those affected 
by a downturn, and the taxation system that goes with a sizeable state. When the economy slows, tax 
receipts diminish and welfare payments increase, leading to a budget deficit that allows the private 
sector to expand without damaging economic output (Godley 1996). Conversely, in good economic 
times, tax revenues increase and welfare payments decrease, so that the government’s deficit is 
reduced. The impact of the business cycle is thereby damped. The relatively good recovery of the US 
economy from the 2008 crisis – especially when compared to the years following 1929 – has been 
attributed to this mechanism (Krugman 2009).  
 
 
Reinforcing feedback  
 
Feedback in the economy is not necessarily only of the balancing type. Some economic phenomena 
are due to reinforcing (positive) feedback. This insight is not new: it was emphasized by economists 
such as Young (1928), Myrdal (1957) and Kaldor (1966).  
 
Reinforcing feedback systems have the property that as causal impulses are propagated around the 
feedback loop, each iteration generates a further increment of change. Even if the increment is small 
for each iteration, large effects can result from multiple iterations over a long time period. (This 
property of iterative systems is not confined to those displaying reinforcing feedback, and is seen for 
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example with compound interest, the multiplier, and Schelling’s model of segregation (Schelling 
1971)).  
 
One example of reinforcing feedback is that high inflation leads to the expectation of continuing 
inflation, so that wage demands are higher, fuelling yet more inflation. This is a self-fulfilling prophecy, 
driven by trend extrapolation, the tendency to believe that an existing trend is bound to continue into 
the future. In this instance, it means a belief that the existing inflation rate will persist. Another 
example is that one of the key properties of money, social acceptance, is self-fulfilling: the more 
reliable is the acceptance of a currency, the stronger is the belief in its acceptability, and vice versa. 
The phenomenon of self-fulfilling prophecies is more general. It is a form of reinforcing feedback that 
results from the interaction between the economy and agents’ perceptions and expectations. Other 
self-fulfilling prophecies are described in the next section.  
  
Crises  
 
Beyond the fluctuations of the business cycle, more severe forms of economic downturn can occur. 
Typically these originate in the financial sector, but this is not necessarily the case. For example a fire 
sale can occur in any sector, and the phenomenon is not confined to modern capitalist economies. 
Figure 2 panel (a) sketches out the reinforcing feedback involved in a fire sale affecting pastoralists in 
a low-income country, e.g. in the Sahel drought of 2012 (Callimachi 2012). A negative shock such as 
a drought leads to a decrease in household income, not just for the individual household but for many 
over a wide area. In order to eat, households are forced to sell their main assets, their livestock, 
reducing their assets (loop R1). In addition, because a large number of people are in this situation, the 
price falls. As a result, the proceeds from the sale of each animal is ever-decreasing, adding to the 
penury of the household (R2).  
 

 
 

Figure 2. Fire sale and bank run   
 
 
A similar phenomenon, the “poverty premium”, occurs more routinely. Again, it is not confined to the 
modern economy. People on low incomes may be unable to afford certain items without borrowing. 
Often this is at a high rate of interest. They therefore end up paying more for a given product, thus 
reinforcing their poverty.  



7 

 

 
Returning to the modern economy, the financial sector appears to be especially prone to instability, 
bubbles and crashes. It shares this tendency with other free-floating markets; they are not dominated 
by unit costs, and therefore lack their tethering influence. Note that this is a system property, and 
does not depend on the characteristics of the participating individuals – indeed, participants in 
financial markets tend disproportionately to be highly educated in subjects such as economics, 
mathematics and physics, and are likely to be at least as rational as the general population.  
 
An obvious example of instability in the financial sector is a bank run: the fear of bank illiquidity or 
insolvency leads to widespread action to withdraw cash. This depletes the bank’s cash holding, 
further accentuating the fear of bank illiquidity or insolvency (figure 2, panel (b)). It is another instance 
of reinforcing feedback of the self-fulfilling prophecy type. The issue here is the quantity of cash.  
 
It can also be a question of price. For example, if a government is short of finance and needs to 
borrow, as with Greece and other southern European countries during the recent Eurozone crisis, a 
high perceived risk of default leads to a higher interest rate, which increases the risk of default. A 
similar relationship was observable as the 2007-08 crisis developed, with a spiral of increasing risk 
and rising interest rates over time.  
 
Similarly with a stock exchange: a fall in the price of a stock can lead to large-scale selling and a 
further fall. Since the introduction of computerised systems to control buying and selling, this can 
occur without any human intervention, just from the computers following the rules embodied in their 
algorithms – as in the flash crash of 6 May 2010 in which the Dow Jones lost 9 percent of its value 
within minutes, and then quickly rebounded to almost the same level. The reinforcing feedback is 
automated, based on the underlying dynamic which is trend extrapolation: the falling price of a stock 
is taken as signifying a trend that will continue.  
 
Upward price movements that are not justified by fundamentals, bubbles, are also caused by trend 
extrapolation (“momentum trading”). A rise in asset prices, e.g. in financial markets or real estate, 
leads to the expectation that prices will continue to increase. Traders fear missing out on the gain, 
and are therefore willing to pay more (except when the rise is sudden and excessive) (Caginalp and 
Desantis 2011). Intensity of competition between agents only amplifies this behaviour. Unlike the 
situation depicted in figure 1, price rises are self-reinforcing, until the money runs out. This is readily 
demonstrable in experimental situations (Caginalp et al 2001), as well as occurring in the real world. 
This self-reinforcing system behaviour occurs predominantly in free-floating markets, because prices 
are based purely on perceptions, unlike in cost-tethered markets.8 It is distinct from the fluctuating 
behaviour in real estate markets described above, but they are linked; typically the reinforcing 
feedback is initiated by an upturn in price during the course of fluctuations due to balancing feedback 
with delay, with trend extrapolation accentuating this initial movement.  
 
Relatedly, a fall in asset prices deteriorates firms’ balance sheets, reducing their net worth and thus 
their ability to borrow and to invest, leading to a further fall in asset prices. This can happen to an 
individual firm, or at the macro level (the financial accelerator). It is problematic even on the upside – 
as Rogoff (2015) has put it: “As credit booms, asset prices rise, raising their value as collateral, 
thereby helping to expand credit and raise asset prices even more.” An unsustainable bubble is likely 
to result. This has been described as a “doom loop”, in which mortgage debt interacts with land and 
house prices to produce ever-rising asset prices in real estate (figure 3) (Ryan-Collins 2016). This 
type of reinforcing feedback means that private sector debt has a destabilising effect in many 
situations.  

 
8 See for example the list of 70 historical “manias, panics and crashes” in Kindleberger (1978, 45-46), 
which are virtually confined to the financial sector, company shares, commodities (including gold) and 
real estate. This picture is confirmed by a further 20 examples since 1978 (Aliber and Kindleberger 
2015, 18). The exceptions to this pattern are new products, as previously argued, from the Dutch tulip 
bulb craze of 1636 to the dot-com bubble. Note that emotions such as “irrational exuberance” (Shiller 
2005) do not play a causal role in this process, which operates in the same manner irrespective of 
whether a house buyer is worried that she will be priced out of her desired home if she does not buy 
quickly, or excited by the prospect of capital gains.  
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Figure 3. Ryan-Collins’ “doom loop”  

 
 
Reinforcing feedback can exacerbate an existing downturn. According to Friedman and Schwartz 
(1963, 673), in the Great Depression “The contraction … instilled an exaggerated fear of continued 
economic instability, of the danger of stagnation, of the possibility of recurrent unemployment.” There 
was thus a feedback loop of economic depression and psychological depression among households 
and businesses, and vice-versa. Subsequent research has lent support to Friedman and Schwartz’s 
hypothesis (Haldane 2015). This “dread risk” reduced investment and innovation by companies and 
the number of start-ups, a scarring effect that lasted a generation (Haldane 2015). As President 
Roosevelt expressed it in his inaugural speech of 1933: “the only thing we have to fear is fear itself”.  
 
A more complicated sequence of events, relating to financial crashes rather than inflating bubbles, is 
captured in Fisher’s theory that attributes them to debt deflation (Fisher 1933) (figure 4). A downturn 
in the presence of a high debt level leads to a need for debtors to cover debt repayments, and 
therefore to distress selling at severely reduced prices. The repayment of debts causes the money 
supply to shrink, leading to deflation. The deflation raises the real burden of debt, because debts are 
in nominal terms (R1). More bankruptcies and a fall in profit result, followed by lower levels of output, 
trade and employment. This leads to pessimism and loss of confidence. Those who have money then 
hoard it, further reducing business activity (R2). And despite a falling interest rate in money terms, the 
real interest rate rises, greatly reducing investment (R3).  
 

 
Figure 4. Fisher’s debt deflation theory  

 
 



9 

 

These accounts do not exhaust the role of particular reinforcing feedback loops in financial crises. For 
example, in Tett’s narrative of the 2008 crash (Tett 2010), she recounts six separate occasions in 
which reinforcing feedback played a role.  
 
In addition, contagion between different parts of the economy is a system property. For example in 
the modern context, governments usually guarantee large banks against failure, so that banking 
crises often become associated with fiscal crises as well (Bordo and Meissner 2016). The flows in the 
financial sector do not remain confined to that sector, but spill over into the government sector. 
Similarly, financial flows can propagate within the financial sector – especially as it lacks a modular 
structure – causing localised risk to become systemic (Haldane and May 2011). Detailed discussion 
of these issues is beyond the scope of the present paper.  
 
Complementarity: increasing returns and path dependence  
 
Another type of reinforcing feedback occurs as a result of complementarity. A simple example is that 
a person may have a natural aptitude for a particular activity, e.g. playing the guitar. She is then more 
likely to spend time on this activity, as a result of which her expertise improves. Her increased skill in 
turn reinforces her attraction to the guitar, and so on through multiple iterations. The result is that 
people tend to specialise in specific niches that suit them, and conversely to exclude themselves from 
activities at which they could be proficient, but lack the initial attraction that draws them in. This is a 
situation of multiple equilibria.  
 
An important instance is path dependence and technological lock-in, the consequence of increasing 
returns (Arthur 1994; Sterman 2000, 349-364 and 387-406). A classic example is the QWERTY 
keyboard, which did not necessarily have the optimal design when it was introduced, but which 
became the standard. This was because a relatively small initial advantage, which could have been 
for minor and/or random reasons, led to its increasing use, which in turn encouraged manufacturers to 
opt for that design (figure 5, panel (a), R1). In addition, training courses were then set up that 
prepared its students for what was becoming the industry standard, creating a cohort of workers with 
skills and a vested interest in its continuing success (R2). The reinforcing feedback here results from 
the complementarity of keyboard producers and users/trainers/etc.  
 
The importance of complementary facilities can be seen also in reverse. When the motor car was first 
invented, its use was initially limited by the lack of fuel stations and suitable roads. A similar situation 
currently applies to electric vehicles, the expansion of which is limited by the lack of charging facilities.  
 
This phenomenon is particularly important nowadays, in relation to software and internet apps, where 
it is generally referred to as “network effects”. It results from the dependence of the attractiveness of 
an app on the prevalence of its use: once a word-processing program is widely used, it becomes 
more attractive because that facilitates sharing with colleagues, as well as efficiency in learning. A 
social media app is attractive because a large number of people are already signed up to it.  
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 Figure 5. Increasing returns and path dependence   
 
 
A different example of the same process is seen in the relationship of productivity and wages, due to 
the complementarity between employers and workers. A higher wage level attracts higher-quality 
workers. It also improves their morale and loyalty to the firm, as well as creating an incentive to 
perform well due to the fear of being dismissed and having to take a lower paid job. This contributes 
to higher productivity (Manning 2003). And the resulting profitability facilitates the higher wages, 
making one reinforcing feedback loop (figure 5, panel (b), R1). On a longer timescale, high wages 
provide an incentive to invest so as to reduce the wage bill. If successful, this investment improves 
productivity and profitability, reinforcing the ability of the firm to afford high wages. This completes a 
second reinforcing loop (R2). In addition, such investment may result in a lower number of workers 
required to generate the same output, thereby increasing profits, which in turn increases the 
affordability of further investment – a third loop (R3). As with all such systems, it can also be read in 
reverse terms: low wages, unproductive employees, worker alienation, high staff turnover, low 
productivity and low investment. Similarly, over-stressful working conditions can lead to difficulties in 
retaining and recruiting staff, leading to a smaller workforce available to carry out the work, leaving 
the remaining workers with an ever-heavier workload and a further increase in stress.  
 
A third reinforcing-feedback cycle of the same family occurs in the policies of different governments in 
relation to foreign trade, and specifically, international competitiveness. East Asian governments such 
as Japan, Taiwan and South Korea have famously induced their domestic firms to become able to 
compete successfully at a global level, using incentives, regulations and direct channelling of capital 
(Studwell 2013). The firms responded, and contributed to high and sustained levels of economic 
growth on this basis (figure 5, panel (c)). On the other hand, the prevailing practice in mid-twentieth 
century Latin America was import-substitution industrialization (ISI), reflecting a lesser capacity of 
their firms to respond to the challenge of international competitiveness – or a lack of governments’ 
confidence in their ability to do this (Franko 2007). The complementarity here is between 
governments and firms.  
 
Competition: arms races and economic growth  
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For most of human history, economic growth was zero, and the vast majority of people lived at the 
level of bare subsistence. Some economic historians analyse this as a “Malthusian” economy (Clark 
2007; see also Richardson 1999): any temporary rise in prosperity leads to population growth and 
therefore to pressure on resources; this results in living standards falling back to the original level, a 
balancing feedback loop (figure 6).9  
 

 
Figure 6. The Malthusian loop  

 
 
Economic growth in the modern sense dates only from the industrial revolution, two and a half 
centuries ago (see below). But there were important instances of growth before that, albeit small in 
magnitude by modern standards, and generally lasting less than a century – sometimes followed by 
decline in absolute terms. Examples include China in the Song dynasty (11th and 12th centuries), early 
medieval northern Italy, the Netherlands in the Golden Age of the 17th century, and Britain in the 
period before the industrial revolution.  
 
In the very early phase of transition to an industrial economy in Britain, Smith (1776) argued that the 
main feature leading to increased prosperity was the division of labour: specialisation allowed greater 
skill in production (figure 7, R1) and less wasted time in passing from one task to another (R2). It also 
facilitated the introduction of better production methods (R3). As a result of each of these, unit costs 
fell – and so did prices, increasing the potential number of buyers. In addition, he pointed out that the 
extent of the division of labour depends on the extent of the market, as a higher production volume 
allows differentiation to take place within the workforce – a reinforcing feedback loop that depends on 
economies of scale. Economic historians call this “Smithian growth” (Kelly 1997).  
 
 

 
 

Figure 7. Smithian growth  
 

 
9 This situation refers to preindustrial times. Since the industrial revolution, countries have undergone 
demographic transitions, after which prosperity tends to reduce the rate of population growth.  
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In the pre-industrial era, other reinforcing loops were present, including important links between the 
economy and institutions. Smith emphasised that his economic theory only applied under suitable 
institutional arrangements. It is also clear that a degree of prosperity facilitated the development of 
“good” institutions, which in turn provided a foundation for reliable commercial activity – an example of 
reciprocal causation that remains an issue today in less-developed economies (Casson et al 2010).  
 
Smith’s account of the role of specialisation and trade in economic development has been highly 
influential, indeed it can be regarded as a foundation stone of economic thinking. However, it does not 
explain the type of growth that started to occur shortly after his classic account was published. In late 
eighteenth-century Britain, a new type of economic system began to emerge that combined radical 
organisational innovation, especially the factory system, with accelerated technical change. Once this 
became established, and developed its legal underpinnings, it was associated with a completely new 
phenomenon in economic history: a positive growth rate of substantial magnitude, continuing 
apparently indefinitely, which transformed the economy both quantitatively and qualitatively (Kaldor 
1961; Joffe 2011). Schumpeter (1934; 1942) introduced the brilliant metaphor creative destruction for 
this new type of economy, but was not able to explain how it happened (Joffe 2013a).  
 
Growth in such a system is the result of competition between firms of a new hierarchical type, which 
in system terms is an arms race: a reinforcing feedback system constituted by entities that compete 
with one another. This generates continuing growth because the survival and strength of such firms 
depends on its degree of competitiveness relative to others. If this falls too far below that of its 
competitors, it fails to make a profit, and ultimately ceases to exist.  
 
The hierarchical structure of the new type of firm opened up the possibility of radically transforming its 
methods of production, its products, the location of its plants, etc. Its ability to compete was thereby 
greatly boosted. All inputs could now be purchased, allowing indefinite expansion of the successful 
firms, and consequently the possibility of taking over market share from less successful competitors. 
Firm size was now no longer limited by the labour of the owner and close associates, as had been the 
case with e.g. a pre-industrial blacksmith. Size and success were now able to expand to the limit of 
managerial capacity (Penrose 1959). This led to the emergence of a broad and highly right-skewed 
distribution of firm size (Axtell 2001).  
 
The new “capitalist” firm also enormously facilitated innovation: the possibility of profit provided a clear 
direction for the talents of inventors, entrepreneurs and innovators to follow. The rewards of success 
in this endeavour are great, providing a powerful incentive for them to find ways to achieve it, and for 
those with relevant talents to become inventors, entrepreneurs and innovators. In these three ways 
the capitalist firm created the conditions that developed, motivated and channelled the types of 
invention, entrepreneurship and innovation that power the system. This explains the link between 
inventiveness and growth/prosperity, which is a modern phenomenon (Joffe 2015). 
 
The historical attributes of this type of economy indicate that it is best regarded as a distinct type of 
system. This new economic structure, based on the new hierarchical type of firm, was successfully 
imported into other countries in Europe and lands of European settlement including the United States, 
and subsequently into Japan and then other East Asian economies, despite the enormous cultural 
differences between these societies. It transformed production, and led to economic growth of 
approximately exponential functional form. The implication is that all these features are attributable to 
the intrinsic causal properties of the system.10  
 

 
10 This explains why modern economic growth has only occurred since the advent of firms able to 
purchase all their inputs. It was an institutional change that started with the factory system, leading to 
legal changes that facilitated the expansion of the new type of firm into all areas of the economy (Joffe 
2011). It also explains catch-up growth, e.g. in East Asia, which is a puzzle for the conventional view 
that modern economic growth is due to inventiveness, seen as external to the economic system. In 
addition, it can account for the relative lack of success in some economies with a capitalist structure, 
such as Latin America during the twentieth century, because the dynamism of the national economy 
depends on the degree of competitiveness of its constituent firms.  
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The incentive structure ensures that (surviving) firms are successful in competing, by reducing unit 
costs and/or by introducing new or better-quality products. The former case is depicted in figure 8 (for 
simplicity just two firms are shown – this should not be taken to imply duopoly). Firms invest to try and 
stay ahead: price reduction by one firm, or the threat thereof, encourages the other to invest to reduce 
its unit costs and hence its price. The other firm responds in kind.11 This process can occur even 
without economies of scale or scope.  
 
 

 
Figure 8. Cost competition  

 
 
A firm with relatively low unit costs is in a strong position relative to its competitors, because it can 
charge a relatively low price while maintaining its profit margin and thereby increase its market share, 
and/or it can maintain a price similar to its competitors and increase its profit. This is cost competition, 
which occurs over a long timescale. It is distinct from price competition, which occurs in addition as a 
secondary consequence, so that prices fall approximately parallel to the fall in unit costs (Joffe 2011). 
The result has been a secular decline in real prices (measured in labour hours) (Cox and Alm 1997). 
The same basic process of inter-firm competition applies to product innovation as well as to process 
innovation.  
 
Like all arms races, competition constantly erodes the advantage of each participant compared to 
others, but at the aggregate level there is a fall in unit costs for all the competing firms that survive.12 
There is no limit to the resulting fall in unit costs, as can be seen in such industries as recorded music 
and films, for which the marginal cost has now fallen to essentially zero.  
 
The reinforcing-feedback nature of this system explains the magnitude of modern economic growth 
since the industrial revolution. McCloskey (2010) examined the various economic theories that have 
attempted to account for modern growth. She found that even taken together, at best they could only 
explain a few percent of the actual change, which has been of the order of an 18-fold increase in 
living standards.  
 
In addition, the standard theories of economic growth do not explain what changed around the time of 
the industrial revolution in England, or the other empirical spatiotemporal features of modern growth, 
implicitly assuming that the growth tendency is natural or universal (Joffe 2017b). Instead, modern 
growth theory simply incorporates knowledge into its models, with the justification that being non-rival, 
its spillovers produce increasing returns that overcome the normal diminishing returns as present in 

 
11 A similar model has been constructed in the system dynamics software package Vensim (Joffe 
2012). Simulations showed that the price charged by both firms steadily declined, apparently 
indefinitely, but only if they were both able to alter their unit costs. The findings were robust to other 
changes in the firms (efficiency of investment) or in the market (price elasticity of demand). The model 
did not include economies of scale or scope.  
12 Arms races also occur elsewhere in the economy, e.g. workers who work longer hours than they 
would wish, to try and achieve a better relative position over other workers – especially important in 
relation to positional goods, e.g. access to good schools (Frank 2011). Again, relative positions are 
constantly eroded as the success of one participant is matched by that of others, but the aggregate 
effect is that more hours are worked than would occur without this relative/positional aspect.  
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earlier models (e.g. Romer 1986). (One problem here is that there is no evidence for the hypothesis of 
diminishing returns (Nell and Thirlwall 2018).) New growth theory models also involve permanently 
different growth rates for each country, therefore predicting an ever-diverging world distribution, in 
contrast with the evidence since World War II (Sachs and Warner 1997; Parente 2001). And they are 
irrelevant to catch-up growth (Acemoglu 2009).  
 
In addition to this basic system structure, it is well recognised that additional reinforcing feedback 
loops occur in the corporate world in an established capitalist economy. In the system dynamics 
literature, accounts are given in Sterman (2000) on corporate growth (pp. 364-85), market power (pp. 
374-75), and price setting (pp. 813-24).  
 
Another example is frequently observed in the modern industrial economy: when a firm is able to 
produce at low unit costs, and therefore low price, it is likely to be able to sell higher quantities. As the 
production volume increases, there is a tendency for unit costs to be reduced further, a phenomenon 
known as the experience curve (Henderson 1973; Hax and Majluf 1982), a type of learning curve 
(Radzicki and Sterman 1994). In each successive iteration, the effect is proportionally the same, but 
becomes progressively smaller in absolute terms.  
 
 
Complexity  
 
In recent decades, various theoretical approaches have been proposed that can be grouped under 
the heading of “complexity economics” (Anderson et al 1988; Waldrop 1992; Arthur et al 1997; Blume 
and Durlauf 2006; Beinhocker 2007; Orrell 2012). They have included attempts not only to explain the 
operation of the economy, or parts of it, but also to encompass the way that economies change over 
time as evolutionary and/or self-organising systems.  
 
Complexity economics has sometimes been portrayed as superior to conventional economics, or 
even as a replacement for it: “the neoclassical era in economics has ended and has been replaced by 
… the complexity era” (Holt et al 2010). Arthur drew up a list contrasting “old economics” and “new 
economics” as long ago as 1979, with 21 separate items of difference (see Arthur 2015, 189-191).  
 
Complexity can also be seen in a less overarching way, as providing a framework to analyse some 
important specific economic phenomena. Some key examples are outlined here, but detailed 
discussion is beyond the scope of the present article.  
 
Power laws occur frequently in economic data. This was first noted by Pareto in 1896 in relation to the 
upper part of the income distribution, but has since been observed in other situations, including the 
distributions of wealth and of firm size, as well as non-economic examples such as the size of towns 
and cities. One way that this can arise is from “preferential attachment”, in which those who already 
have a great deal have a high probability of getting even more (Newman 2005; Gabaix 2009).  
 
Mandelbrot (1963; Mandelbrot and Hudson 2008) has shown that certain markets are far more 
volatile than standard theories can explain. One aspect is that trend extrapolation amplifies minor 
fluctuations that are misinterpreted as the beginning of a trend, fuelling volatility. This is driven by 
endogenous system causation, through the impact of trades on prices. It is not due to exogenous 
shocks, which accords with the evidence on the unimportance of news for stock price movements 
(Fair 2002; Joulin et al 2008). Mandelbrot’s work is based on the application of fractals analysis 
methods to price series in commodities and in the financial sector – sectors that are free-floating, in 
the sense used above.  
 
A connection between feedback systems and the complexity perspective is shown by Keen’s “Minsky” 
model (Keen 2013). The baseline model generates regular cycles that mimic the business cycle, 
corresponding to balancing feedback with delay. When the financial sector is introduced, i.e. the 
ability of firms to borrow in order to invest, the model becomes highly sensitive to initial conditions: if 
they are not sufficiently close to equilibrium, chaotic behaviour ensues.  
 
Complexity and instability have also been studied using dynamic models of the type traditionally used 
for ecological food webs and for the networks in which infectious diseases spread (Haldane and May 
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2011). They show that excessive homogeneity in the financial sector leads to instability: if banks each 
follow the same strategy, while they may achieve diversification of risk for each bank, there is lower 
diversity across the system. Secondly, they demonstrate how a modular structure could help to 
prevent contagion.  
 
Complexity economics is characterised not only by its theoretical contributions, but also by its 
practical methods, notably agent-based modelling. A pioneering example was the Santa Fe artificial 
stock market model (Arthur et al 1996; Ehrentreich 2008), which generated realistic dynamics that 
included bubbles – although their magnitude was only 2 percent, far lower than what is observed 
empirically. Agent-based models typically include feedback loops, but a drawback of this approach is 
that their specification is often highly complex so that the complete set of loops is virtually impossible 
to identify, and less transparent than with system dynamics modelling. It has been criticised as being 
easy to manipulate so as to produce any desired result (Colander 2003).  
 
On the other hand, an advantage of agent-based modelling is that heterogeneity is centre stage. This 
is especially important in situations where it plays a major role, whereas system dynamics tends to be 
concerned with average or typical behaviour. Other advantages of agent-based models include 
agents with the ability to learn, and with heterogeneous utility functions. The two methods share much 
in common, e.g. that observed economic phenomena such as crises and growth arise from 
endogenous causation rather than external shocks. They can therefore be regarded as 
complementary.   
 
 
Conclusion  
 
Many important phenomena that occur in the modern economy are feedback systems. Although the 
concept of feedback is well known to economists, it has not been well integrated with standard theory. 
This is especially true in relation to some of the phenomena that traditional theory struggles to 
explain, notably crises, and the specific type of growth that characterises successful modern 
economies.  
 
This article has focused only on simple systems, to illuminate each particular type of phenomenon. In 
practice, more complicated systems occur in the economy, with multiple feedback loops, etc, raising 
issues of loop dominance, tipping points, etc, that are beyond the present scope. In addition, the 
focus here has been entirely on causal loop diagrams, excluding flows and stocks, which play an 
important role in system dynamics. As market transactions are two-way flows that depend on stocks 
(e.g. of wealth, of resources, etc), integration of this viewpoint with feedback has potential as a way of 
providing a comprehensive analysis of the economy.  
 
A significant advantage of the feedback perspective is that it provides a unified analysis; once one 
accepts that the market mechanism is a feedback system of one particular type, it is a small step to 
recognising that other types can occur. This contrasts with some proponents of a complexity 
viewpoint, who see a dichotomy between standard theory and complexity economics.  
 
A key feature of the systems approach is that it emphasises endogenous causation: crises and 
growth are part of the way the system operates. They depend on the incentives that are embodied in 
the feedback structure, and the behavioural response of economic agents to these incentives. This 
means that one does not have to resort to the concept of exogenous shocks to explain these 
phenomena, which are clearly an inherent feature of the modern economy. Another implication, 
perhaps less obvious, is that a higher intensity of competition accentuates any dynamic, including 
reinforcing feedback as manifest in bubbles or arms races.  
 
A focus on feedback also provides a realistic framework for analysing the role of behaviour in the 
economy. This departs from the traditional view in standard economic theory that behavioural aspects 
such as preferences (along with technology) are external, non-economic drivers of an optimal and 
therefore automatic economic outcome. Here, the position is that behaviour is an integral part of the 
mode of operation of the systems that play a central role in the processes that make up the economy. 
An implication is that a full description of these systems needs to be based on evidence concerning 
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the relevant actual behaviour, along with accounts of the incentive structure of the system, as well as 
evidence on how the system comes to exist and persist (Joffe 2019).  
 
Analysis of the phenomena covered in this paper, and the feedback processes underlying them, also 
demonstrates how macro properties can arise out of their component causes. It is an alternative 
paradigm to the widespread concept of microfoundations, which assumes that phenomena at the 
macro level result from the simple aggregation of individual-level behaviour. It also assumes the 
traditional form of strict rationality and optimisation, which has become difficult to sustain in light of the 
findings of behavioural economics.  
 
Systems analysis needs to explain not only how a system operates, but also how it comes to exist 
and persist – its conditions of existence, or generative causes. In the economy, these typically involve 
institutions. For example, the various feedback loops described for the financial sector depend on its 
institutional arrangements, which can change over time.  
 
Feedback systems are one way that emergence occurs. The behaviour of the system has distinct 
characteristics that are not present in the component causes, individually or in summation. This 
results from the interaction between the agents. Feedback systems consist of bottom-up causation, 
i.e. the component causes combine to produce the system property. They do not feature top-down 
causation, unless the operation of the system contributes to the probability of its flourishing. In such a 
case, the success of the system plays a positive role in its own generative causes. Such two-way 
causation would itself be a form of feedback.13 This may sometimes apply in the economy, for 
example it is plausible that the successful growth record of the post-industrial revolution economy has 
reinforced its institutions, especially the modern hierarchical firm. This would provide an answer to the 
important question, “why do such firms exist at all?” – given that the market mechanism is suppressed 
within the firm, and that markets are supposed to be the most efficient form of economic organisation 
(Coase 1937).  
 
Feedback concepts should be at the heart of economic theory. A strength of this approach is that the 
traditional emphasis on stability, which does appear to be an important property in mature markets for 
goods and non-financial services, is preserved. This is done in a way that emphasises the causal 
nature of economic forces, as recommended by Hausman (1992), rather than on concepts of static 
equilibrium that ignore causation. Furthermore, it is readily extendable to important economic 
phenomena other than the market mechanism, including instability, crises and growth.  
 
 
 
 
 
 
 
 
 
 
 
 

 
13 This situation is characteristic of homeostatic processes in biology, such as temperature regulation 
in humans, which increase “inclusive fitness”, i.e. the probability of surviving and passing on one’s 
genes (Joffe 2013b).  
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